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ABSTRACT:Lung cancer is one of the deadliest forms of the disease; it affects thousands of individuals, and if it is not 

found in the early stages of the illness, the patient's chances of survival are very low. For the aforementioned reasons as 

well as to aid in conquering this dreadful condition, prompt identification is crucial and will benefit from artificial 

intelligence techniques. With the use of a convolutional neural network technique architecture, a computer-aided method 

was developed through this research to help with the identification of patient cases as normal, benign, or malignant. 550 CT 

scan images are used as dataset. High accuracy is provided by the suggested model, reaching 99%. 
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I. INTRODUCTION 

Cancer is characterized by using the out-of-control division of ordinary cells that may invade and destroy normal 

human cell. These abnormal tissues are known as a tumor. These cells are having two categories benign and Malignant [1]. 

Benign is generally now not threatening existence while malignant tumors can threaten someone’s lifestyles. Benign type 

of tumor no longer unfolds in different cells and it is clean and regular in form, opposite to it malignant tumor unfolds to 

different frame cells to form new cancerous nodule, having uneven form. Cancer is the maximum extreme and massive 

ailment that is liable for a huge quantity of deaths each 12 months [2]. 

.   According to professionals, lung most cancers is the most general sort of cancer [3].57,795 new instances of lung 

most cancers had been detected in 2012, with the number expected to be 67,000 new instances in keeping with year by 

2020 [4]. Lung most cancers finally ends up killing the lives of more than 7.6 million humans global [5]. As most cancers 

inside the lungs can be a cause for dying in both ladies and men, so for this reason a timely and unique diagnosis of 

nodules is crucial for remedy [6]. 

 But one of the maximum hard obligations for radiologists is a most cancers prognosis. A pc-aided diagnostic 

(CAD) gadget plays a substantial part in helping in challenges, which enables radiologists in successfully identifying, 

predicting, and diagnosing lung most cancers [7]. Using the machine getting to know algorithms, it will become easy to 

differentiate among a cancerous and noncancerous part of the image of the lung. In the concern of lung cancer detection, 

numerous machine learning techniques can be powerful. 

As CNN emerge as a famous system getting to know set of rules, it is widely used not simplest in laptop vision but 

extensively utilized in herbal language processing (NLP), photograph processing, and analysis of clinical images [8]. A 
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CNN’s key strength is its deep architecture, which permits it to extract a hard and fast of different functions at various 

abstraction degrees [9]. If we take into consideration the hassle of image type in Machine Learning, it is very important to 

have an intensive knowledge of the area to extract functions manually, that is a prolonged procedure. Feature Extraction is 

performed mechanically is function of deep learning [10]. 

 In the detection of lung nodules, distinctive varieties of pictures can be used inclusive of chest X-Ray, Computed 

Tomography (CT) of the lung, and the lung’s Magnetic Resonance Imaging (MRI) [11]. Among these the maximum 

frequent imaging approach for lung cancer diagnosis is volumetric thoracic computed tomography (CT) [2]. As these pix 

are having noise or can't be used as it is for detection a few pre-processing is carried out on the one’s images. Such 

prepossessed images are then passed thru the exclusive layers of CNN structure in which feature extraction and 

classification manner are performed, to distinguish among malignant pictures and those which might be benign. 

II. LITERATURE REVIEW 

 

Table 1: Comparisons of various techniques and method used in existing system 

Ref. Year Datasets Preprocessing Methods Results 

[26] 2020 Lung Cancer CT 

Scan images 

GLCM features on image SVM classification algorithm Technique determines the 

detection of benign or 

malignant lung cancer is 

83.33% 

[27] 2020 Database of Chest    

X-Ray 

andLungcancer(LI

DC-IDRI) 

Morphologicalsegmenta

tion 

andwatershedsegmentat

ionareused 

forautomatednoduleseg

mentation 

MAN is used to classifychest X-

Rays images 

andEFTisusedtoclassifythelungCTi

mages. 

DLexactnessis96%forX-

Rayimages whilethe 

exactness is97.27%forCT 

Images 

[28] 2020 Databaseofcancer 

imagingarchive(CI

A)dataset 

Multilevel brightness-

preservingapproach 

improveddeepneuralnetworkanden

sembleclassifier. 

The proposed 

systemdetect0the 

tumorwithmaximum 

accuracy. 

[29] 2019 Image was 

collectedfromCan

cer 

imagingArchive(

CIA)dataset 

Thenoiseisremovedusin

gweightedmeanhistogra

mequalizationapproach.

Inaddition,improved 

profuseclusteringmetho

d(IPCT)isappliedfor 

segmenting the 

affectedregion. 

Deep 

learninginstantaneouslytrainedneura

lnetwork(DITNN)isutilized. 

exactness98.42% & 

minimumclassificationerrorof0

.038. 

[30] 2019 Databaseobtainedf

romUCIrepository 

Picturesecuring,pre-

handling,binarization,th

resholding,division, 

featureextractionareappl

ied. 

The fuzzy neural method 

isusedtotesttheneuralsystemwithmac

hinelearningtechnique. 

Exactness96.67%. 

[31] 2019 Database of Lung 

Image Dataset 

Consortium image 

collection (LIDC-

IDRI) 

This step involves of 

segmentation is 

followed by 

normalization and zero 

centering. 

A number of classifiers like 

XGBoost and Random Forest are 

used. 

Exactness84% 
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[32] 2018 Dataset of Lung 

Image Dataset 

Consortium 

(LIDC) 

median filter and 

Gaussian filter are 

applied on the CT 

images. 

Watershed segmentation for 

recognition and SVM for 

classification of cells as Malignant 

or benign. 

Exactness92%. 

[33] 2018 dataset obtained 

from UCI 

repository 

pre-processing for data 

cleaning is applied 

A number of classifiers including: 

MLP, Neural Network, Decision 

Tree, Naïve Bayes, Gradient 

Boosted Tree, and SVM are 

assessed 

Exactness90%. 

[34] 2018 Database 

 of Lung

 Image 

Database 

Consortium 

(LIDC) 

Converting to grayscale 

image, applying 

denoising methods such 

as median blur, 

Gaussian blur, and 

bilateral blur, then 

applying thresholding 

methods for converting 

the grayscale image 

into a binary image. 

k-nearest neighbors classifier, 

support vector machine 

 classifier, decision tree 

classifier, multinomial naïve Bayes 

classifier, stochastic 

gradient descent classifier, random 

forest classifier, and multi-layer 

perceptron (MLP) classifier are 

applied 

Exactness88.55%. 

[35] 2018 The lung 

cancer database 

utilized  for 

training is taken 

from UCI 

machine learning 

dataset 

image enhancement and 

segmentation has been 

done. Image scaling, 

color space 

transformation and 

contrast enhancement 

multi-class SVM classifier Precision  of 97% for cancer 

recognition and 87% for cancer 

prediction 

[36] 2016 Used Scan CT 

Image are from 

VIA and ELCAP 

dataset 

image enhancement 

using Gabor filter is 

applied 

Region Growing, Marker 

Controlled Watershed, and Marker 

Controlled Watershed with Masking 

are applied. 

watershed with masking 

method has highest 

exactnessand robustness. 

III. PROBLEM INDENTIFICATION 

 
With reference to literature survey, the author has proposed a mechanism for Lung Cancer Detection using SVM 

and preprocessingsteps. But the accuracy of the present system is very low as well as the implementation model of the 

existing system is more complicated. 

IV. PROPOSED METHODOLOGY 

Our system proposed lung cancer detection system which uses CT scan images to detect lung image have 

Cancerous or non- Cancerous. 
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Modules for the proposed framework are described below in the Fig. 1. 

 

Fig. 1 Proposed system architecture for CT scan image/ dataset for lung cancer recognition 

(a) Image Dataset 

CT lung cancers prediction using CNN information set given in model folder. The dataset consists of round 550 

CT lung cancers pics. In Fig.2 Displays the CT scan image of lung cancer detection. 

 

 

Fig 2. Displays the Lung CT scan image as dataset sample 

 

(b) Importing the necessary libraries 

We are using the Python language for the system architecture. Firstly, we import the necessary libraries which 

include Keras for constructing the main model, sklearn for splitting the training and take a look at information, PIL for 

changing the images into array of numbers and other libraries consisting of pandas, NumPy, matplotlib and TensorFlow. 
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(c) Retrieving the CT images 

We will retrieve the photographs and their labels. Then resize the pix to (224,224) as all images have to have equal 

size for reputation. Then convert the photographs into NumPy array. 

(d) Splitting the dataset 

Splits the data into 3 categories 

- Training (use for generation of model) 

- Private test (use for generation of model) 

- Public test (use for evaluating the model) 

- Split the dataset into trained and test. Our system finds 80% train data and 20% test facts. 

(e) Conventional Neural Network 

The targets behind the first module of the path four are: 

 To recognize the convolution operation 

 To understand the pooling operation 

 Remembering the vocabulary utilized in convolutional neural networks (padding, stride, filter, and many others.) 

 Building a convolutional neural network for multi-magnificence category in photos. 

Convolution Network 

In a convolutional network (ConvNet), there are essentially 3 types of layers: 

(a) Convolution layer 

(b) Pooling layer 

(c) Fully connected layer 

- Conventional layer - It computes the speck object among open fields and the channel. Consequence is an 

individual entire number of the yield amount. At that factor, channel at some point of following responsive 

discipline of a comparable statistics picture by means of a Stride and do a similar hobby all over again. It will 

rehash a comparable interaction and again until it is going via the complete image. 

- Poolinglayer- Pooling layers are typically used to reduce the size of the inputs and for this reason speed up the 

computation. 

- Fully connected layer - Completely associated layer includes masses and inclinations. Fully connected layer 

connects neurons in an individual layer to next layers. By training, it is used to categories images among 

distinctive training. 

-  
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(f) Building the model 

For building the we will use sequential version from Keras library. Then we will add the layers to make 

convolutional neural community. In the primary 2 Conv2D layers we've got used 32 filters and the kernel length is (5,5). 

In the MaxPool2D layer we've saved pool size (2,2) because of this it will pick the most fee of each 2 x 2 place of the 

image. By doing this dimension of the photo will reduce through factor of 2. In dropout layer we've got kept dropout charge 

= 0.25 which means 25% of neurons are removed randomly. 

We apply these three layers once more with a few changes in parameters. Then we follow flatten layer to 

transform 2-D records to one-D vector. This layer is accompanied through dense layer, dropout layer and dense layer again. 

The ultimate dense layer outputs 2 nodes because the brain tumor or no longer. This layer uses the softmax activation 

feature which gives opportunity price and predicts which of the 2 options has the best chance. 

(g) Apply the model and plot the graphs for accuracy and loss 

We will compile the model and observe it using in shape function. The batch size may be 1. Then we will plot the 

graphs for accuracy and loss. The model creates during the training process comprise of pretrained weights and values, 

which can be utilized for implementation of a new lung cancer detection problem.  

V. RESULT AND DISCUSSION 

 
We have analyzed image of CT scan Lung cancer dataset. We have considered 550 different CT-Scan of lungs as 

shown in Fig. 3 (a) and (b). 

    

(a)                                             (b) 

Fig. 3: Lung CT Scan images (a)Cancerous image and (b) non-Cancerous image 
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STEP 01: Run program and then open in localhost server 

Fig. 4 shows the local server snapshot. A home page is appeared. 

 

Fig. 4 Displays the snapshot of local server 

Step 2: Login with username and password 

After clicking on login, username and password is required as shown in Fig. 5. 

 

Fig. 5: Displays the login form. 

Step 3: Upload an Image 

Select the image from the trained database and then click on the submit button as shown in Fig. 6. 

 

Fig. 6. Displays the browsed trained image from the database 
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Step 4: Prediction outcome of testing dataset using image processing. 

 

 

Fig. 5. Shows the of prediction of lung Cancer detection. 

This prediction shows the result as the CT image is cancerous or non-cancerous. 

Step 5: Performance analysis of the system 

 

Fig: 7 displays the performance analysis of the system 

 Performance analysis gives the output in the form of Accuracy, precision, recall and F-measure. Our system 

provides 99% accuracy as shown in fig. 7. 

 

Fig. 8 Displays the confusion matrix 
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 The confusion matrix shows the true label and predicted label of cancerous and non-cancerous images as 

shown in fig. 8. From the analysis, true label gives the correctly classified lung cancer images and predicted label gives the 

prediction of lung cancer image. 

Step 6: Graphical representation 

 

Fig 9: Displays the graph for cancerous and non- cancerous image 

Graph shows the graphical representation of cancerous and non-cancerous images present in the database as shown 

in fig. 9. There are 38.5% images are cancerous and 61.5% images are non-cancerous in our 550 CT scan images dataset. 

TABLE II. Accuracy obtained from different frameworks 

S.No. Author Year Technique Used Accuracy 

1 Q. Firdaus et al. [26] 2020 SVM Classification Algorithm 83 % 

2 Bhandary et al. [27] 2020 DL strategy (Modified AlexNet(MAN)) with SVM 97 % 

3 Proposed System 2023 Conventional Neural Network 99% 

 

VI. CONCLUSION 

 
A conventional neural network-based architecture was deployed to recognized the malignancy cell available in the 

CT scan lung cancer images. CT lung cancer images consists of various shapes and size of the cancerous cells presented at 

the input training set of the system. Our proposed system is eligible to recognize the presence and absence of cancerous 

tissue with accuracy about 99%. 

In the near future, the system will be trained with huge number of datasets to recognize the type of lung cancer 

with its size and shape. 
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