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ABSTRACT: As we all know that pollution in our country is increasing day by day as a result of which the death toll 
rate around the world is rising vigorously, but among these one cause which is affecting us in a vigorous manner is “air 
pollution”. Air pollution is now becoming a major issue to human life as well as to the other living organisms. The air 
quality in our country is decreasing or we can say is being affected day by day which is a matter of concern to the 
health department. Due to the increase in the pollution level, the air quality index is increasing day by day. Air quality 
index of India is a high degree statistical factor which is used for getting an analysis of the pollutant present in the 
atmosphere NO2, Respirable Suspended Particulate Matter, SO2, Suspended particulate matter etc. levels over a period 
of time. Our idea is basically to do a better analysis of the air quality index by applying various algorithms of machine 
learning. 
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I. INTRODUCTION 

 

S. Li, X. Deng et al., [10] provides a novel methodology framework for the spatio-temporal predictions of air pollutants 
at various time granularities. The BLSTM captures the long-term temporal mechanism of air pollution quite well. The 
IDW layer, on the other hand, can take into account air pollution's spatial correlation and interpolate its distribution. To 
verify the efficiency of the suggested methodology, a case study is done. The concentration of PM2.5 in Guangdong, 
China, is expected to rise. The LSTM network's prediction performance is provided at various time intervals. The 
projected PM2.5 concentrations and their spatial distribution, as well as the prediction errors, are investigated.The 
authors compared the suggested technique to ElasticNet, Support Vector Regression, Autoregressive Integrated MA, 
GBDT, ANN, andRNN. IDW-BLSTM, CNN-LSTM, BLSTM, traditional LSTM, and RNN all perform better than the 
others[11].A. Masih [13]has systematically reviewed this paper and highlighted the underlying principles of machine 
learning techniques (LR: Linear Regression, NN: Neural Network and, SVM: Support Vector Machine or Ensemble 
learning algorithms). During the previous six years, 38 of the most significant papers in the area of engineering have 
used machine learning(ML) techniques. Author has divided the whole work into two main classes, namely estimation 
and forecasting of air pollutant in air quality. This paper indicates that linear regression is suited for pollution 
estimation and the remaining other algorithms like SVM based approaches are suitable for prediction of air quality 
index.[14]V. Athira et. al., have used PM10 as a pollutant in his work. Authors have used RNN (Recurrent Neural 
Network) and LSTM(LongShort-Term Memory).The goal of this study is to look at a range of big data and (machine 
learning)ML-based air quality prediction methods. This paper summarises the findings of earlier research on air quality 
assessment that included artificial intelligence, decision trees, and deep learning, among other 
methodologies[15].Kalapanidas et al. suggested an ANN ML model for predicting photochemical pollutant 
concentrations in operational conditions of air quality monitoring. The data source for Athens,Greece, is used in this 
work [17]. 
 

II. ALGORITHM USED AND EXPERIMENTAL SETUP 

 

In this analysis work three major machine learning(ML) algorithms a) Random Forest(RF), b) Linear regression and, c) 
Gaussian Naïve Bayes are used (Fig 1). 
a. Random Forest(RF): 
RF (Random Forest) is a set of trees that may be used for both classification and regression. It reduces the error 
correlation across various classifiers, raises the correlation, and reduces the error in forest by raising the power of the 
specific tree. When dealing with large amounts of data, and if the data is equally dispersed, the rate of error is less and 
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efficient. A random forest's two most essential factors are the number of trees utilised in the forest and the number of 
random variables used in each tree. Based on the Mean Decrease Accuracy (MDA) and, Mean Decrease Gini, it may be 
used to priorities the relevance of variables in a regression or classification task (MDG). Over-fitting is not achieved by 
running as many trees as possible in a RF[12]. 
Linear Regression: 
Linear regression (LR); one of the machine learning algorithm is used for the successful prediction of air quality index 
for the current dataset. A simplified linear regression mathematically 

represented in (1) as: I 
Y=  α0 + α1X1 + α2 X2 + ….. +αnXn (1) c. Gaussian Naïve Bayes: 
The Naive Bayes classifier is a probabilistic machine learning approach for classification tasks. It is based on the Bayes 
theorem, as shown in (2). The probability : 
P(X/Y) = (𝑋𝑃/(𝑋)𝑃)(𝑌).(2) 
P(X) is the predictor's prior probability, and P(Y) is the predictor's prior class probability. When a class output label is 
supplied, P (X |Y) is the likelihood probability of the input feature (X). The probability that the input feature (X) is the 
label is given by P (Y|X) (Y) [12]. 
 

 

 

Fig 1: Workflow for each method 

 

AQI data set was taken from the Kaggle data repository[16]. The used dataset contains the various parameters related to 
AQI of Ahmedabad of 2015. It has 16 attributes like city, day, PM2.5, PM10, NO, NO2, NH3, CO, SO2 etc. The value 
of AQI is depending on the values of these features in the dataset (namely NO2, PM2.5, NH3 etc.), python is used for 
preprocessing the data and implementation of all the algorithms used in this paper is done in the all the algorithms used 
in this paper is done in the  
  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Jupyter Notebook’ along with several libraries like; sklearn and others are used. Since few entries in the dataset were 
missing, they get imputed, using the mean values of the rest of the entries in the dataset. Consequently, a data 

S. 
No. 

Method Accuracy in 
percentage 

1 Random Forest 91.77 

2 Linear Regression 85.84 

3 Gaussian Naive Bayes 79.21 
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visualization technique heat map was also observed for the correlation among the features in the dataset. With the help 
of a heat map, few insignificant features like xylene, benzene, AQI Bucket etc. were discarded. 
We have used the total size of data 18314 x10. In order to perform above we broke the dataset in two parts i.e. 80% for 
training and 20% testing. Training dataset size was 14651 x10, while the test dataset size was 3663 x10. Then 
normalization was also done to make the dataset in the range o to 1. 
After applying the above preprocessing steps, AQI values was predicted using Gaussian Naïve Bayes, Linear 
Regression and Random Forest. First training was performed and on the basis of training a model was formed, using 
which testing was performed, and compared the results of the above models (drawn from different algorithms used) 
with the given actual AQI in the dataset (Table 1). 

 

III. RESULT AND DISCUSSION 

 

While comparing the actual and predicted values of AQI, it was observed that the comparative values of predicted and 
actual values of AQI were different, and that too depends upon the algorithm used in this work. On the basis of this we 
may find the accuracy of the predicted algorithm on the used dataset. 
Accuracy = 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑜𝑤   𝐼𝑟𝑜𝑤 𝑖𝑛 𝐴𝑄𝐼 
The result obtained has helped us in making a comparative analysis of the used algorithms and hence drawing a better 
conclusion out of it. While computing the predicted AQI values from these models, we may observe the difference with 
the actual values of same and that is plotted using scatter plot in Fig. 2, 4, and 6. Out of the three algorithms used 
“Random Forest and Regression “algorithm has proved its performance to the upmost level (Table 1). 
Another visualization technique displot was also used (Fig. 3, 5 and 7) for better understanding in the variance between 
the actual and predicted values of AQI. 

 

Table 1:  Predicted accuracy with each method 

 

Fig 1: Scatter Plot for Random Forest 
 

 

 

Fig 2: Displot for Random Forest 
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Fig 3: Scatter Plot for  Linear regression 

 

 

Fig 4: Displot for  Linear regression 

 

 

 

 

 

 

Fig 5: Scatter Plot for  Gaussian Naive Bayes 
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Fig 6: Displot for  Gaussian Naive Bayes 

 

 

IV. OUTPUT DESIGN 
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V. CONCLUSION 

 

From the results of accuracy, scatter plot and displot, we may draw the conclusion that Random Forest gives the best 
accuracy on this dataset. Therefore, this algorithm may be used for such dataset or similar one. Since matter of 
pollution is going to be a sensitive issue in future, so the integrity of the dataset must be high. In this technique, various 
preprocessing technique like imputation, heat map, scatter plot and displot was used for making analysis robust. 
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