
 

e-ISSN:2582-7219 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

       INTERNATIONAL JOURNAL OF  

          MULTIDISCIPLINARY RESEARCH 
 

       IN SCIENCE, ENGINEERING AND TECHNOLOGY 
 
 
 

Volume 6, Issue 5, May 2023  
 
 
 
 
 
 
 
 

 

Impact Factor: 7.54 
 
 
 
 
 
 
 
 
 

6381 907 438    6381 907 438  ijmrset@gmail.com @ www.ijmrset.com 



International Journal Of Multidisciplinary Research In Science, Engineering and Technology (IJMRSET) 

                  | ISSN: 2582-7219 | www.ijmrset.com | Impact Factor: 7.54| 

       | Volume 6, Issue 5, May 2023 | 

IJMRSET © 2023                                                              |    An ISO 9001:2008 Certified Journal |                                           1082 

 

 

 

Social Media Content Processing Issues 
 

Dr. Parul Verma 

Assistant Professor, Amity Institute of Information Technology, Amity University, Lucknow, India 

 
ABSTRACT: Social media these days is overflowing with thoughts. People take social media as a platform to express 

their personal and social views. Nowadays with such a busy lifestyle sometimes we have nobody to interact with and in 

those situations everyone find it easy to share their views on social media. SocialMedia content is nowadays being used 

for many applications like Opinion Mining, Sentiment Analysis, Observing mental state of a person and many more. 

However it is not an easy task to performprocessing of Social Media content. It involves various steps and each and 

every step involves some complications. The paper will discuss steps involved in processing of social media content. 

The paper will also focus on various challenges involved at each step of processing. 

KEYWORDS: Natural Language Processing, Social Media Content, Feature Selection, Feature Extraction, Sentiment 
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I. INTRODUCTION 

Nowadays people express themselves on social media. They do not have time to socialize and meet friends. So the 

easiest available way to share their views, ideas and feelings is the social platform.  Due to such lifestyle where people 

don’t have time to interact with their friends and relatives, because of many reasons lot of negative energy and thoughts 

are generated which leads to depression, anxiety and many more mental sicknesses.  

Such kind of mental sickness is a curse to our human being.  During a survey in 2010 by WHO (World Health 

Organization), it has been mentioned that 350 million of people are suffering from depression worldwide.  Depression 

leads to the suicidal attempts and most of the victims harm themselves.  

Identifying mental state of person by processing its posts on social media can help lot many people who are suffering 

from mental sickness. It can help people by alarming their friend and relative that their dear ones are in need of help or 

counseling. 

Keeping in mind such alarming situation researchers have been working to find out mental state of people by observing 

their posts on social media. The kind of vocabulary they use, the thoughts they share need to be processed to identify 

their mental state. It is observed that people suffering from any such kind of negative mental state; do not share their 

views and problems openly. So the need is to automate the process of identification of such persons who are 

undergoing or facing these situations and society, friends and their relatives can help them. 

It is a cumbersome task to identify such victims by manually going through thousands of posts. Sometimes person is in 

a very bad mental state and failing to identify his or her mental state at the right time will lead to irrecoverable disaster. 

Hence it is a challenging task to identify such victims and help them promptly. The processing of social media is not an 

easy task. It has lot of complications in it.  

Besides it there are many other applications that rely too much on social media content. Be it a sentiment analysis, 

opinion mining or Analysis of various unstructured data all these applications nowadays are dependent on social media 

content. The social media content is unstructured in nature hence lot of complications arise while handling that data. 

Rest of the paper will discuss about literature survey, Steps for processing of Social Media Content and Challenges for 

processing of Social Media Content 
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II. LITERATURE SURVEY 

Various researchers have worked in the field of processing social media contents posted in natural language and put 

their efforts in drawing various inferences from it. This section will brief the work of such researchers. Many 

researchers have worked in this filed and have got success in processing persons thoughts on social posts by using 

NLP techniques and drawing inferences from it. 

Overflowing social media content has opened up new opportunities for the analysis of the content and drawing some 

patterns or inferences from it. Social media data can be analyzed for various purpose like - gain insights into issues, 

trends, influential actors and other kinds of information. Twitter data has been analyzed by Golder and Macy [1] to 

study how people’s mood changes with time of day, weekday and season. Social media data can also be used by 

Information Systems to study various questions like the influence of network position on information diffusion [2]  

Social media nowadays is a platform where everyone can express their views to anyone. Not only business experts or 

critics can give their views any person can share his/her views regarding anything. [3]. Opinion Mining is a new stream 

of research where enterprises and business organizations are more and more dependent on the surveys and opinion polls 

[4] Sentiment analysis is not considered as a new research stream lot of work has been already done in the earlier 

year[5, 6,7, 8, 9] 

With the popularity of internet and smart mobile devices now huge population is on web and they are ready to share 

and express their views on social media which is being used for sentiment analysis. In the former years also various 

researchers have showcased their work in this field which is related to the interpretation of metaphors, sentiment 

adjectives, subjectivity, viewpoints, affects and related areas.  [10, 11, 12,13, 14, 15, 16, 17, 18]. Due to several factors 

like rise in machine learning in NLP processing, training datasets access for machine learning techniques and huge 

applications in versatile industries has promoted rapid growth of sentiment analysis 

III. NATURAL LANGUAGE PROCESSING AND SOCIAL MEDIA CONTENT 

Natural Language Processing is one of techniques of Artificial Intelligence. It is quite obvious that people express 

themselves in natural language. For humans it is easier to understand it but when those views are posted on some social 

forum processing it is a very difficult task. For the processing of such views we need to exploit Natural Language 

Processing Techniques. These techniques require various steps for processing. The processing of the posts of users on 

these social sites include following steps – 

a) Data collection and accessing from social media 

b) Preprocessing of textual data 

c) Presentation of Data 

d) Knowledge Extraction 

 

A. Data Identification from social media 

First step of this processing is to collect data from social networking sites. One can use various API’s of respective 

social networking sites to collect data from these sites which are posted by their users.  Following API’s are available to 

collect data- 

Twitter API 

Twitter API is being introduced in three variations: Standard, Premium and Enterprise. Standard API is available free 

of cost and is public in nature. It can be used to access only last 7 days tweets. Premium is a mix of free and paid where 

if one demands to access last 30 days post then it is free otherwise if one wants to access posts since inception of 

Twitter than it is not free of cost. Enterprise one gives access to complete functionality of Twitter API by providing 

direct account management support.  It serves JSON data, supporting POST requests with JSON data bodies. 
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Facebook API 

Facebook API also provides access to the public posts of the users. “Public Feed API” of Facebook gives you the 

facility to access the status updates that are posted with the privacy setting as public. The feed isn’t available via an 

HTTP API endpoint, instead updates are sent to your server over a dedicated HTTPS connection. The feed only 

includes basic data about the given post. 

B.Pre-processing of textual data 

The contents posted by the end-users in natural language needs to be processed first. There are some traditional steps 

for the pre-processing of text which are as follows- 

Stop Words Removal 

  In NLP there are some words like a, an, the, is etc. are considered as stop words. Any application based on NLP 

techniques removes the stop words from the contents and then it proceeds to the actual processing.  Usually any 

application like Text Classification, Disambiguation, Clustering, Searching of Text ignore these stop words while main 

processing task. This is the reason they need to be removed. Number of stop words varies from language to language. 

There are some utilities like IBM stop word which gives you the facility to add or modify the list of stop words as per 

language and then update stop word dictionaries by using the stop word tool. Cleanse stop words is also used to filter 

out stop words before or after of the text processing. Besides this on can write its own script for Stop Words Removal 

using nltk of Python, Java language or in any language that supports Unicode text processing to support Natural 

Language Processing. 

Tokenization 

Breaking the contents in a form of tokens is called tokenization. The boundary of the words needs to be identified.  

Token are segregated by some characters like space in Hindi, English, French. However there are some language which 

does not have boundary characters like Chinese. In such languages tokenization is quite difficult. Languages which are 

morphologically rich also face some challenges while tokenizing. 

Stemming 

The process of reducing words to its root form is called Stemming. Words used in different inflectional forms in many 

documents. For example – organizing, organized, organization all are variants of root word “organize”. The necessity 

to convert words to its root form is to relate semantically or search in dictionary for many NLP tasks. Words usually 

exist in their root form in dictionaries or lexical database. 

C. Presentation of Data 

The pre-processed data in NLP applications are presented using various models. The data posted on the sites need to be 

presented in a certain fix pattern. These patterns are called models. The most generalized form of presenting data is in 

the form of numeric vectors on which one can perform linear algebra operations.  Following are the general models that 

are used for presenting documents- 

 Bag of Words 

 Vector Space Model 

 Neural Networks 

 

D. Knowledge Extraction 

NLP allows us to extract useful information from text. NLP has a great potential. It is just not being used only for the 

purpose of Machine Learning or Translation but it’s usage scope is quiet wide and can be utilized to judge the mental 
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state of a person. Be it a speech or posts on social networking sites. People convey their emotions in many ways. Most 

of the time we are not able to understand it directly, however we need to do some processing to identify the sentiments 

of a person. Besides that content posted on social media for different domain can be analyzed in order to draw useful 

inferences like popularity of product based on knowledge extraction from review of the products, review of movies or 

some political issue as well. 

IV. CHALLENGES FOR PROCESSING OF SOCIAL MEDIA CONTENTS 

A. Language 

There are different languages spoken by people in different countries, states or regions. In India itself there are 22 

different major languages that are being used by people in different parts of the country. Every language has its unique 

morphological structure. The morphology of the language makes it complicated to be processed by machines. There are 

many languages which are morphologically very complicated for example- Hindi, Sanskrit and Chinese to name a few. 

Nowadays people are in practice to post their views on social media in their native language. To automate the 

processing of such contents understanding the morphological aspect of these languages is the biggest hindrance. 

Automated system to process social media content needs to be trained for different languages spoken by the people all 

over the world. Hence complex language structure is one of the barriers in implementation of automated systems. 

B. Data Collection 

The processing of social media content is in fact a challenging job because of the amount of content generated by the 

massive number of users by passing every minute. Twitter boasts 316 million monthly active users with 500 million 

tweets per day. (Source: https://wasimahmed.org/page/5/) 

The biggest challenge is at the ethical end. For reproducing and processing of the contents the researchers need to 

acquire consent of the users. 

At legal end Twitter’s API Terms of Service prohibits researchers to share their datasets. However tweet identification 

number can be further utilized by other researchers to obtain Twitter datasets. 

Retrieval of dataset is limited due to usage of certain keywords which may not retrieve all the data related to a topic. 

Data Retrieval from Twitter is pretty costly as using the free API ecosystem one can only access 7 days back data. 

Hence lot of time is required to collect data and do further processing.Accessing the data from authentic user is also a 

challenge. How one can identify that the data accessed from Twitter account is real or posted by some fake person? 

C. Feature Extraction 

Feature Extraction is an important step for processing of social media data. The contents of social media need to be 

categorized on the basis of various features. These features can be demographic, lexical, behavioral and social as well.  

The mental health of any person cannot be diagnosed by taking some simple parameters and keywords. Besides that 

there are numerous features which are required to extract from the content to give extremely correct diagnosis about the 

mental state of a person.  

Feature extraction is in itself a challenging task like identification and connecting geophysical position of a person with 

the type of contents posted by it. Other than that behavioral aspect like time of post, time taken in replying a post also 

helps in feature classification which leads to the correct diagnosis.  

Researchers like (Schwartz et al.,2013) [19], (Sadilek et al. (2013)) [20], (Strapparava and Mihalcea, 2014; Pennebaker, 

2011) [21,22] and many more have worked on various categories of  feature extraction which supports feature 

classification and supports diagnostics. 
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D. Feature Selection 

Feature selection is the process of selecting features which is a subset of the training corpus terms which can be further 

used for the classification purpose. The basic purpose of feature selection is to make data with multiple dimensions that 

can be utilized well for data mining purpose. A feature selection is a challenging job for the social media content. The 

reason behind is that the data produced from the social media is voluminous and versatile (in form of tweets, comment, 

image or text) in nature hence selection of the feature become a tedious job. The nature of social media also determines 

that its data is massive, noisy, and incomplete, which exacerbates the already challenging problem of feature selection. 

Feature selection from social media content faces two major issues- (1) relation extraction which means to identify 

unique relations from the linked data of social media. (2) Representation of such data in some mathematical formula 

for the selection of feature. 

Feature selection can be broadly classified into wrapper model, filter model and embedded model [23] . The wrapper 

model use a mining algorithm which is already defined and its performance is been used as one of the evaluation 

criteria of selection. However filter model does not use any mining algorithm besides that it uses some general 

characteristics of dataset for the selection of feature subsets. There are some popularly used filter model based feature 

selection methods like multi-class extension, Information Gain, t-test and ReliefF. In embedded model the process of 

feature selection is entirely different from the rest two. In this model feature selection is embedded in training process 

itself.[24,25,26] 

Social media is entirely different from regular data. It is not structured in nature and quite versatile too this makes 

application of data mining techniques quite difficult. This is the reason it puts challenges for feature selection too. 

V. CONCLUSION 

The overflow of social media content and its use in our daily life has forced researchers to analyze the content posted 

on social media. The analysis of such data can be used to draw major inferences for many domain be it entertainment 

industry, product industry, politics, sports to name a few. The paper discussed steps involved in the processing of social 

media content. The paper also outlined the various challenges that researchers face while processing of data on social 

media and has categorized those challenges into four categories –Language, Data Collection, Feature Classification and 

Selection. 
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